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● Deep learning models trained on sensitive data often show 

demographic biases, raising fairness concerns, particularly 

with limited datasets.

● Diffusion models amplify bias[1] - excel in image generation 

but challenging to use generated images in downstream 

tasks due to amplified biases.

● Proposed solution - a novel yet simple technique, GAMMA-

FACE to debias the attributes in the images generated by 

unconditional diffusion models.

● Utilized Gaussian Mixture Models (GMMs) to disentangle 

the attributes in the latent space of diffusion models.
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Pictorial analogy depicting bias in protected attributes 

for a same target downstream task

Face images generated by GAMMA-Face after localizing the image attributes in the latent space of the DDPM for Left: FFHQ and Right: FairFace 

datasets.
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Step 1
Optimize number 

of components (K) 

using BIC, for 

disentangling 

complex attribute 

correlations

Step 2
Sample 

uniformly 

from GMM components and create a synthetic dataset with 

pseudo-labels for protected attributes

Step 3
Augment original datasets with debiased 

generated images to reduce bias and 

improve classification performance
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Quantitative Results

Bias evaluation metrics: Bias (B), Bias Amplification (BA), Overall accuracy (Acc.), Bias Performance Coefficient (BPC) and KL divergence (KL)

The effect of different mixing ratios (Generated + Original) on FairFace and FFHQ

* Indicates equal contribution

No Retraining Required for the Diffusion Model!

Webpage: https://bas-2k.github.io/gamma-face/

https://bas-2k.github.io/gamma-face/
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